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Abstract It is generally agreed that the conviction of an innocent person (type-I error)
should be avoided even at the cost of allowing a certain number of acquittals of criminals
(type-II error). The high standard of evidence that is usually required in criminal procedure
reflects this principle. Conversely, the established model of optimal deterrence that follows
the seminal work of Becker (1968) shows that the two types of error are equally detrimental
in terms of deterrence and thus it prescribes the minimization of the sum of errors with no
primacy given to type-I errors over type-II errors. This paper explains that when the costs
of punishment are positive, and guilty individuals are, on average, more likely to be found
guilty than innocent ones, wrongful convictions are more socially costly than wrongful ac-
quittals. This justifies the bias against wrongful convictions without resorting to any ad hoc
assumption about the relative weight of the two errors.

Keywords Judicial errors · Type-I errors · Type-II errors · Optimal standard of evidence ·
Punishment costs

JEL Classification K14 · K41 · K42

Type-I errors in criminal cases involve additional cost because the cost of imprison-
ment is high. That cost is of course avoided when a guilty person is acquitted, though
such an acquittal will reduce deterrence by reducing the probability of punishment for
crime. But the asymmetric effect of the cost of imprisonment on convictions and ac-
quittals means that it probably takes several erroneous acquittals to impose a social
cost equal to that of an erroneous conviction. Posner (2007: 648)
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1 Introduction

A cornerstone of criminal procedures in modern democracies is the robust protection granted
to defendants through several procedural safeguards. King of these mechanisms is the high
standard of evidence needed to reach a verdict of guilty. Imposing a heavy evidentiary bur-
den on prosecutors protects the innocent from mistaken convictions (type-I errors) at the
cost of allowing some—possibly many—guilty defendants to be set free (type-II errors). As
Blackstone (1769: 352) puts it: better that ten guilty persons escape, than that one innocent
suffer. Therefore, an inverse relation exists between type-I and type-II errors. However, the
precise terms of this trade-off should be disentangled.

In an ideal world, society’s goal is the containment of wrongful convictions and the high
standard of evidence is thus instrumental in reaching this objective. But why does society
struggle to “implement such an error trade-off”? And can we make economic sense of it?

The easy way to answer these questions is to assume that the two errors have different
weights. Many models in the literature take this route and seek to establish the optimal
standard of proof simply by assigning ad hoc weights to the two errors. These papers assume
that type-I errors are more burdensome than type-II errors because of some ethical costs
grounded in deontological reasoning: so that convicting the innocent is inherently bad and
morally repugnant.

Some of these works dispense altogether with the consequences for deterrence of a high
error ratio1 and consider the optimization of the standard of evidence in terms of (i) ex-
penditure by defendants (Rubinfeld and Sappington 1987; Yilankaya 2002); (ii) different
fact-finding procedures (Davis 1994) and technologies (Sanchirico 1997); (iii) moral costs
of different types of judicial error (Miceli 2009).

Other authors incorporate deterrence concerns and explain the high standard of evidence
in terms of (iv) prosecutorial effort (Miceli 1990: 125) biased evidence selection (Schrag and
Scotchmer 1994); (vi) parties’ overcompliance (Craswell and Calfee 1986); (vii) optimal
exercise of care by parties (Demougin and Fluet 2006) and precautionary activities (Mungan
2011); and (viii) marginal deterrence (Ognedal 2005).

The relationship between the standard of evidence and deterrence is especially impor-
tant. Png (1986) shows that wrongful convictions are as inimical for deterrence as wrongful
acquittals. This is because acquittals of guilty individuals make crime more attractive by
diluting deterrence, but also convictions of innocent persons make crime more convenient
by lowering the relative benefits of remaining honest. For the purposes of our discussion
it is noteworthy that the high standard of evidence of criminal proceedings cannot easily
be reconciled with the Png result, which instead prescribes the minimization of the sum of
errors.2

So far the puzzle seems to have been the following: either scholars stuck with the model
of optimal deterrence which seemed unable to explain the observed high standards of evi-
dence, or they added some ad hoc assumptions to the model to adjust for the reality. With
the present work we instead show that only deterrence and purely economic costs can ex-
plain the high standard of evidence without leaving the parsimonious utilitarian setting of
the standard model of optimal deterrence à la Polinsky and Shavell (2009). In particular,
we do not resort to any restrictive ethical assumption to justify the different costs of the

1On the difference between the error ratio and the standard of evidence, see Allen and Pardo (2007), Allen
and Laudan (2008).
2The Png result has been questioned recently by Lando (2006) although Lando’s point has in turn been
criticized by Garoupa and Rizzolli (2012, forthcoming).
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two types of errors. The paper shows that although the two errors cost the same in terms of
foregone deterrence (Png’s result), they have an opposite impact on the costs of punishment.

Four articles are related to ours because they combine standard of evidence, costs of pun-
ishment and deterrence. First Kaplow and Shavell (1994), who develop a model on accuracy
of adjudication, and Kaplow (1994), where the implications of the previous model for the
standard of evidence are introduced discursively. Along our lines the latter paper states that
when sanctions are costly, the achievement of optimality requires an appropriate mix that
balances fact-finding accuracy, evidentiary standards and the rate at which criminal activity
is detected and punished. We provide analytical results that support most of Kaplow’s con-
clusions, but depart from others. We further disentangle our results in relation to the problem
of accuracy in Sect. 3.3.

Lando (2009) shows that the standard of evidence also depends on the costs of punish-
ment. However, our work differs in a number of important ways. In fact, he still assigns
different ethical weights to the two errors. Furthermore, he departs from Png (1986) by rul-
ing out explicitly the possibility that type-I errors negatively impact deterrence. Finally, in
his social costs function, he computes both the ethical costs and the costs of punishment of
wrongful convictions.

Polinsky and Shavell (1992) distinguish two types of costs related to the system of pun-
ishment: (i) the ex ante fixed cost of maintaining the level of detection constant; and (ii) the
ex post variable cost of punishment. They show that because of the latter, some underdeter-
rence is socially optimal.3 We also reach this conclusion as we point out that the costs of
punishment imply an optimal standard of evidence more stringent than the one that maxi-
mizes deterrence. However, while Polinsky and Shavell focus on the detection probability
at the police level and in fact ignore type-I errors, we focus on the trade-off of errors at the
trial court level.

The paper is organized as follows: Sect. 2 extends a standard model of deterrence. We
will show that imposing a heavy evidentiary burden on the state’s prosecutors can be justified
within a standard model. Section 3 discusses some possible extensions of the model, while
Sect. 4 derives some policy implications and concludes.

2 The model

Ideally judicial truth and factual truth should coincide. In reality they do not, and when
judicial guilt is established in presence of factual innocence a type-I error occurs, while if
judicial innocence is established where there is factual guilt, then a type-II error happens.4

Even if known by someone, factual truth cannot be completely conveyed to the court. As
a result, judicial truth becomes the generally accepted truth, and knowledge of both types of
judicial error is scattered throughout society.

2.1 Evidence (e) and the standard of evidence (ẽ)

When a defendant is accused of a crime, the aim of the legal process is to establish whether
the defendant is truly guilty. The trial consists of a complex process wherein prosecutors and
defendants present multiple and heterogeneous pieces of evidence that can be represented a

3In their 1984 work Polinsky and Shavell find that underdeterrence (or overdeterrence) may be the result of
the use of imprisonment as a sanction. But this is a different matter.
4On the definition, the determinants, and the probabilities of judicial errors see Tullock (1980: 24, 1994).
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measure taking a positive sign when it is consistent with the defendant’s guilt and a negative
sign when it supports the defendant’s innocence. The difference between incriminating and
exculpatory evidence is validated, distilled and crystallized into a unique measure of net
incriminating evidence e. If e overcomes a certain threshold ẽ that is determined by the
policy maker and represents the standard of evidence, then the defendant is judged guilty
and punished. For this reason the adjudicative body is usually modeled as a publicly spirited
bureaucrat who acts as an impartial and unbiased referee and, in our model, may hand down
verdicts of guilty or not guilty only by comparing the status quo evidentiary standard with
the testimony heard and exhibits entered into the record at trial.

In the present work we ignore how e is produced and we simply model it as an exoge-
nous variable (we briefly discuss the production of e in Sect. 3.2). Instead we focus on the
policy problem of defining the optimal standard of evidence ẽ: the key variable that is deter-
mined endogenously herein. Given that there are certain punishment costs associated with
conviction, we focus on how ẽ should vary in order to minimize total costs.

2.2 Evidence vs truth: the first-order stochastic dominance

Incriminating evidence depends on several case-specific factors such as the personal abili-
ties of counsel representing the adversarial parties (the defendant lawyer’s skill in refuting
allegations of guilt and the prosecutor’s ability to establish the defendant’s culpability) and
other factual circumstances; it also depends on whether or not the defendant actually com-
mitted the crime. We can thus model the amount of net incriminating evidence e observed
by the court as a random variable. It is distributed according to two generic distributions
conditional on the defendant being actually guilty or innocent.

Thus, let I (e) be the positive, continuous and differentiable cumulative function of e

for innocent parties and let G(e) be the positive, continuous and differentiable cumulative
function of e for guilty ones. No restrictive assumption regarding the shapes of these distri-
butions is made. However, in the model it is reasonable to assume that G(e) ≤ I (e) for all e,
with strict inequality at some e, that is to say that G(e) has first-order stochastic dominance
over (f.o.s.d.) I (e). The two cumulative functions are depicted in Fig. 1.

F.o.s.d. implies that, on average, the amount of net incriminating evidence that is col-
lected against a factually guilty person is larger than the amount collected against an inno-
cent one.5 If it were not the case, then the whole criminal procedure would be pointless and
there would be no reason to analyze uninformative evidence.

2.3 Judicial errors and the standard of evidence

The court may mistakenly decide for a conviction when it observes e > ẽ and the defendant
is in fact innocent. Therefore the probability of convicting an innocent person (type-I error)
is 1−I (ẽ). Conversely, a mistaken acquittal occurs when e ≤ ẽ and the defendant is factually
guilty (type-II error). The probability of committing a type-II error is G(ẽ).

In Fig. 1 note that when the standard of evidence increases, changing, for instance, from
the level ẽLow to the level ẽHigh, the probability of conviction decreases for both guilty and
innocent individuals as 1 − I (ẽHigh) < 1 − I (ẽLow) and 1 − G(ẽHigh) < 1 − G(ẽLow).

5In the literature, the assumption of f.o.s.d. has also been used by Miceli (1990, 2009: 125) and Feess and
Wohlschlegel (2009).
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Fig. 1 Cumulative distributions of the net incriminating evidence e, for guilty and innocent persons

Lemma 1 The continuity and differentiability of I (e) and G(e) as well as the assumption
of f.o.s.d. are sufficient conditions to sustain that there must exist an 0 < e < ∞ for which
i(e) = g(e).

Proof is provided in the Appendix A.
Let us name the level of e for which i(e) = g(e) as ẽmin. Note that

{
for e ≤ ẽmin i(e) ≥ g(e)

for e > ẽmin i(e) < g(e)
(1)

The threshold ẽmin is relevant for our analysis because the inequalities above tell us that
wrongful convictions decrease faster than correct convictions to the left of ẽmin while they
decrease more slowly to the right. This implies that the sum of the two errors decreases
until ẽmin and grows again thereafter. The sum of errors is minimized when the standard of
evidence ẽ ≡ ẽmin.

Note that in this setting, the standard of evidence is the only policy variable. Moreover
the standard of evidence ẽ can be set at different levels at no cost. This analysis keeps
accuracy constant for every given level of evidence and forensic technology. In other words,
the shapes of the functions I (e) and G(e) remain unchanged. Only the level of ẽ can vary.
In Sect. 3.3 this assumption is relaxed.

2.4 Individual choice

Individuals have perfect knowledge of what level of ẽ is implemented and also know G(.)

and I (.).6 They know that on the one hand they face a certain probability of being punished
if they are innocent and on the other hand they also face a certain probability of being set
free if they committed the crime.

6In reality people know the probabilities of errors by observing precedents, past court decisions and jurispru-
dence. In a more sophisticated model their knowledge could be the result of observing trial outcomes and
sentences as they are made public. On the role of courts’ errors in parties’ behavior, see Tullock (1994).
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2.4.1 The probability of detection q

Let q be the probability of detection, 0 < q ≤ 1, that is to say the probability that the police
arrest an individual (either innocent or guilty) in connection with a crime. In this model,
q is exogenous as it simply depends on police efficiency or on circumstance. Once the po-
lice charge an individual, they bring him to court where he goes through a process that
establishes whether he is to be punished. Note that the probability of detection q and the
probabilities of type-I and type-II errors are independent. The probability of being brought
in front of the court as a defendant is the same both for the guilty and for the innocent. This
assumption implies that defendants are detected by monitoring7 as opposed to investiga-
tion.8 In the paper the monitoring technology is assumed to be given because it simplifies
calculation without loss of generality.9 Investigation should qualitatively affect our model
(but not necessarily jeopardize our results) only as long as a Bayesian judge may infer a de-
fendant’s guilt from the fact that guilty persons are more likely to be detected than innocent
ones in the first place. However judges are required to presume the defendant’s innocence
until proven guilty ‘beyond a shadow of a doubt’, in order to avoid committing a type-I error.

2.4.2 The private benefits and costs from crime

Define w as the private gain from crime, which is known only to the individual. Let cp be
the private cost of punishment suffered by the individual after a verdict of guilty. This is the
disutility suffered from fines, imprisonment or other kinds of punishment.10

Individuals, who are assumed to be rational and risk-neutral, choose their action by com-
paring the expected utility from obeying the law [−q(1 − I (ẽ))cp] and the expected utility
of committing the crime [w − q(1 − G(ẽ))cp].

Thus, an individual commits the crime if:

w − q(1 − G(ẽ))cp > −q(1 − I (ẽ))cp (2)

that is to say if w > w̃ where

w̃ = qcp[I (ẽ) − G(ẽ)] (3)

2.5 Judicial errors and crime deterrence

Individual gains from crime are unknown (w) but their distribution is not. In particular they
are distributed according to a probability distribution z and a cumulative distribution Z. By
normalizing the population to 1, the probability that an individual decides to commit a crime
is Pr(w > w̃) = 1 − Z(w̃). Note that this also corresponds to the crime rate for the entire
population.

7Mookherjee and Png (1992) describe monitoring as the enforcement activity where resources must be com-
mitted before information concerning the offense can be received. As such, detection by monitoring is com-
mon to the whole population of potential criminals. An example is a speed check for motorists, or a random
tax audit.
8According to Mookherjee and Png (1992), investigation implies that the authority monitors only a subset of
the population (the suspects). Therefore the probability of detection conditioned on guilt is greater than the
probability of detection conditioned on innocence.
9In fact, with investigation, the number of guilty among the pool of defendants brought to court would be
larger and the number of innocent would be smaller, hence I (e) ≫ G(e).
10On the deterrent effect of punishment see Tullock (1974) and Cox (1994).
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Proposition 1 Png Result. Wrongful convictions and wrongful acquittals have an equal
effect on the crime rate.

This result can easily be verified. The first derivatives of the probability of crime
1 −Z(w̃) with respect to the probabilities of the two types of error are the same: d[1−Z(w̃)]

dG(ẽ)
=

d[1−Z(w̃)]
d(1−I (ẽ))

= qcpz(w̃) > 0. This means that the probability of committing a crime rises
equally with increases in the probabilities of type-I and type-II errors.

Proposition 2 The crime rate is minimized, and deterrence is maximal when ẽ = ẽmin.

The first derivative of the probability of committing a crime with respect to the standard
of evidence is:

d[1 − Z(w̃)]
dẽ

= qcpz(w̃)[g(ẽ) − i(ẽ)]

Thus, the probability of committing a crime is a U-shaped function of ẽ with its minimum
in emin. Proof is provided in the Appendix A.

It follows that the criminal population is minimized and deterrence is maximal when
judicial errors are minimized. This happens for ẽ = ẽmin, which implies g(ẽmin) = i(ẽmin).
In fact, when we move away from ẽmin, the sum of the two errors increases. For instance
with ẽ > ẽmin the increase in correct acquittals I (.) is more than offset by a larger increase
in wrongful acquittals G(.).

Finally, if we were to consider only cost-free deterrence, the optimal standard of evidence
should be thus set at ẽmin. However, in the next paragraphs we will assert that it is optimal to
require an ẽ > ẽmin, that is to say a higher standard of evidence, once we also consider that
imposing punishment on convicted people has a social cost.

2.6 Social costs from crime

From the social perspective, crime and the law enforcement system imply three types of
costs. First, each crime implies a harm (h) to society. For simplicity, w is assumed to be a
transfer from the victim to the criminal that cancels out. However, this forced transfer pro-
duces h, which is the socially relevant negative externality caused by the crime. This implies
that there is no crime able to produce benefits to the criminal larger than its social costs (in-
cluding the private costs of the victim).11 Second, as seen above, punishment implies private
costs for individuals (cp).12 Third, punishing people implies costs to society as well (cs).
These costs of punishment are the enforcement costs of imposing both monetary and non-
monetary penalties. Non-monetary sanctions by definition have a social cost (Polinsky and
Shavell 1984; Shavell 1987). However, even in the case of fines, sanctions have a social cost
insofar as their imposition implies the creation of a court system and of public authorities
that threaten probabilistically to impose and carry out this form (Polinsky and Shavell 1992).

11Were this the case, allowing a non-zero level of crime would be efficient. This was the notion of efficient
crime in the original Becker (1968) model. Although the Beckerian approach can easily be implemented, our
model presents a cleaner result as all efficient crime we obtain is due to the underdeterrent effect of judicial
errors and therefore no need to disentangle it from the efficient level of crime à la Becker.
12Whether the private benefits of crime should be also considered along with its social costs is still a matter
of debate among scholars. Here we include them following Polinsky and Shavell (2009). Note however that
this does not affect in any way our main conclusions. On the complex relationship between costly measures
against crime, the social cost of crime and deterrence; see also Skogh and Stuart (1982).
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Fig. 2 The graph on the left depicts the costs of crime (CC); the graph on the right shows the costs of
punishment (CP) which moves between the two retro-cumulative distributions (1 − I ) and (1 − G) scaled by
q(cp + cs)

Assuming risk-neutrality, the problem lies in defining the optimal ẽ that minimizes the
expected total costs from crime (T C), including the costs of punishment.

T C = [1 − Z(w̃)]h︸ ︷︷ ︸
CC

+[1 − Z(w̃)](1 − G(ẽ))q[cs + cp]
︸ ︷︷ ︸

CPG

+Z(w̃)(1 − I (ẽ))q[cs + cp]
︸ ︷︷ ︸

CPI

(4)

Term CC of (4) represents the costs of crime: the graver and greater the crime rate is, the
larger are these costs. Term CPG represents the expected total (private and social) costs of
punishing criminals and term CPI represents the expected total costs of punishing innocent
people. Together, the last two terms are the total costs of punishment (CP ).

Proposition 3 The costs of crime (CC) are minimized when ẽ = ẽmin.

The costs of crime, captured by the term CC, depend on the proportion of individuals
opting for crime and on the parameter h which measures the marginal direct cost of crime
to society. The function CC behaves as in the left-hand graph of Fig. 2 with its minimum
in ẽmin, where errors are at their lowest levels and thus deterrence is maximal. Proposition 3
directly comes from Proposition 2 because dCC

dẽ
= hd[1−Z(w̃)]

dẽ
, with h as a positive parameter.

Let us now assess what happens to the costs of punishment (CP ):

Proposition 4 Min(CP ) is reached for ẽ → ∞. CP unequivocally is decreasing over the
interval [0, ẽmin]. For ẽ ∈ ]ẽmin,∞[, CP asymptotically converges to zero.

Let us briefly analyze the CP function. Note that (q(cp + cs)) is determined by three
exogenous parameters and represents the intercept of the CP function; see Fig. 2 on the
right. When ẽ is zero, the whole population of arrested persons is convicted and CP =
q(cp + cs). Thus, our analysis focuses on the two components 1 − G(ẽ) and 1 − I (ẽ), both
decreasing in ẽ. These two retro-cumulative functions are scaled by q(cp + cs) and depicted
as the two dashed lines in the right-hand graph of Fig. 2. Note that 1 − Z(ŵ) and Z(ŵ)

can be seen as two weights on the terms CPG and CPI , respectively, since Z(.) ∈ [0,1].
Therefore the CP function moves between 1 − G(.) and 1 − I (.). Asymptotically, the CP

function converges to zero. Note that without any further specific assumption, beyond ẽmin

CP could either monotonically decrease or even increase before converging to zero (see in
Fig. 2 the CP1,CP2 curves).
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However, the shape of the CP function, between ẽmin and its convergence to 1 − G(.),
depends on how Z(w̃) changes marginally with respect to ẽ. The conditions for the existence
of a local maximum of the CP function for ẽmin > ẽ > ∞ are derived in the Appendix A.

2.7 The optimal standard of evidence

Finally, by combining the functions CP and CC we can analyze the T C function. Obvi-
ously, when punishment is costless the total social costs are determined solely by the costs of
crime. In this case, Proposition 1 implies the following straightforward policy implication.

Result 1 Absent the costs of punishment, the optimal standard of evidence is ẽ∗ = ẽmin.

When (cp + cs) = 0, then the T C function collapses in the CC function. Thus, because
of Proposition 3, when there are no costs of punishment, then min[T C] is reached at ẽmin.
In other words, when sanctioning is a perfectly cost-free activity, then the total costs are
minimized when deterrence is maximized.

Proposition 5 T C monotonically decreases over the interval [0, ẽmin]. In the interval
]ẽmin,∞[ T C can be decreasing, constant, or increasing in ẽ. For ẽ → ∞, T C = h.

Defined over the interval [0,∞], the function T C is always positive and has an intercept
equal to h + q(cp + cs). Asymptotically, T C converges to CC. This occurs because for
ẽ → ∞, CP tends to converge to zero and CC thus dominates. T C decreases monotonically
over the interval [0, ẽmin]. Note that T C(ẽmin) does not represent a minimum since dT C

dẽ
=

dCC
dẽ

+ dCP
dẽ

, where dCC
dẽ

≤ 0, dCP
dẽ

< 0 for ẽ ∈ [0, ẽmin]. From this observation we can derive
the next result.

Result 2 When the costs of punishment are positive, the optimal standard of evidence is
ẽ∗ > ẽmin.

Since dT C
dẽ

(ẽmin) < 0 and dT C
dẽ

(ẽ → ∞) > 0, and because of the assumption of continuity
and differentiability, T C has at least one local minimum for ẽ > ẽmin. However, beyond ẽmin

and before unambiguously converging to CC, the shape of T C can be complicated by the
component CP . We draw some conclusions proceeding both with the graphical analysis,
and analytically in the Appendix A.

Corollary 2 When the costs of punishment are low with respect to the social harm of crime,
then ẽ∗ tends to be closer to ẽmin. When instead the ratio between costs of punishment and
social harm is high, ẽ∗ diverges significantly from ẽmin.

In fact, whether the optimal level of ẽ∗ is (significantly) larger than ẽmin depends on the
ratio of the costs of punishment to the harm from crime. When q(cp + cs)/h is low, then
ẽ∗ → ẽmin. This situation can have two interpretations: (a) crimes are particularly egregious
and impose substantial costs on society; or (b) the costs of punishment are relatively low,
from both the private and the public perspective. Conversely when q(cp + cs)/h is high
then ẽ∗ ≫ ẽmin. This result is depicted in Fig. 3: for relatively low levels of q(cp + cs)/h

the optimal level of standard of evidence is close to ẽmin. When q(cp + cs)/h becomes large
(either because the costs of convictions are large or because the harm from crime is small),
then the optimal level of standard of evidence rises beyond ẽmin.
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Fig. 3 The optimal ẽ when h and q, cp, cs vary. Note that in the figure, CC has been normalized so as to
have 1 −Z(ẽmin) = 0. The optimal ẽ minimizes CC +CP and thus the different ẽ∗ (ẽ∗

1 , ẽ∗
2, ẽ∗

3, ẽ∗
4) depicted

in the figure are placed where dCC
dẽ

= − dCP1,2,3,4
dẽ

3 Some possible extensions

This section discusses and, whenever possible, relaxes the main assumptions of the model.

3.1 The different ethical weights of the two errors

As briefly explained in the literature review, other authors put different weights of the two
types of errors. This reflects the intuition that punishment of the innocent is inherently harm-
ful to others and breaches social norms. The (un)ethical burden of type-I errors can easily be
implemented in the model and simply reinforces the main argument that type-I errors should
be exchanged for type-II errors so long as the marginal costs of less effective deterrence do
not exceed the marginal benefits of lessening the costs of punishment. By adding ethical
weight to type-I errors, or an additional error term for the moral costs of type-I errors, the
optimal ẽ becomes even larger. The merit of the present approach is that the optimal stan-
dard of evidence is shown to exceed the one that minimizes the number of judicial errors,
net of ethical considerations that the authors nevertheless share.

3.2 Evidence production

The key variable of the model is the standard of evidence ẽ. In the model we assume that
the production of evidence itself is a costless activity of the parties to the trial.

Search costs of producing such evidence could also be considered and two additional
terms could be added to the function of total costs: one term, increasing in ẽ, represent-
ing the search costs for the prosecutor; and the other term, representing search costs for the
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defendant, which is decreasing in ẽ. In fact, given parties’ conflicting interests, the two func-
tions have opposite slopes because there exists at least a partial substitution effect between
the two costs. With further assumptions on who, between the defendant and the prosecutor,
is the more efficient evidence producer, optimality can be derived.

3.3 Accuracy and forensic technology

In the model we assume that accuracy is costless for the parties at trial. We can however
relax this assumption and show what happens when the costs of accuracy are added to the
trade-off between the deterrence of crime and the costs of punishment.

Many features of the legal process may influence the level of accuracy of an adjudication.
Think for instance of the training of prosecutors and the forensic technology to which they
have access to. More accuracy allows the prosecutor to collect better evidence of guilt and
thus helps the court to better distinguish guilty individuals from innocent ones. For a given
standard of evidence (ẽ) required by the procedure, advances in forensic technology almost
always improve the ability of parties in a trial to produce incriminating evidence for the
guilty and exculpatory evidence for the innocent. This implies that the distributions of e are
less dispersed and more distinguishable (see Fig. 1). Note that improved forensic technology
on average reduces the probability of both type-I and type-II errors.

In the model there are no direct costs of accuracy. However, greater evidentiary accuracy
likely is to be achieved only at some cost and therefore the goal becomes the assessment
of the optimal investment that balances the trade-off between the higher costs of more evi-
dentiary precision and the benefits of more effective deterrence of criminal activity (Kaplow
1994; Kaplow and Shavell 1994).

The introduction of a cost term—let us call it ca—in (4) linked with lower levels of both
errors does not change the results of the paper qualitatively. Suppose that G(.) and I (.)

also depend on investments in accuracy and thus are functions of ca . Then, when ẽ > ẽmin

we still have on the one hand increasing costs of crime (now made by CC in (4) plus the
additional costs of more evidentiary precision ca), while on the other hand we have the
costs of punishment that now decrease more dramatically because increases in accuracy
decrease the probabilities of both types of error. Still, the optimal ẽ is larger than the one
that minimizes the sum of the two errors. To compare our result with Kaplow and Shavell
(1994), note that accuracy would be maximized for ẽmin (as accuracy is exactly measured as
the sum of the two errors). Instead in our work we show that it is optimal to sacrifice some
accuracy in order to reduce the costs of punishment.

3.4 Inquisitorial versus adversarial systems

Our model can be adapted to fit both inquisitorial and adversarial procedures. In common
law systems, where the adversarial approach is prevalent, the prosecutor and the defendant
are delegated to fact-finding (Garoupa 2009). The court acts as an impartial referee and must
rule on the case relying only on the evidence presented by parties. The conflicting nature of
parties’ interests certainly induces strategic behavior.13 As shown in the literature,14 the

13See Shavell (1989). On the adversarial system and strategic interactions between prosecutor and defen-
dant see Dewatripont and Tirole (1999), Froeb and Kobayashi (2001). For a review of strategic interactions
between parties in civil litigation, see Hylton and Lin (2009).
14See Thibaut et al. (1972), Shin (1998), Dewatripont and Tirole (1999), Parisi (2002).
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adversarial model thus should favor an intense production of evidence, which on the one
hand increases accuracy (see 3.3) but on the other hand implies large search costs (see 3.2).

The inquisitorial approach often characterizing civil law systems is stylized in a different
manner. Impartial prosecutors are responsible for collecting the evidence at trial and they
are supposed to work also in the interest of the defendant. The prosecutor is a bureaucrat in
the same way as the judge who adjudicates the case. The involvement of the defense lawyer
is usually limited to monitoring tasks. In this outline system, no relevant strategic interaction
between the defense lawyer and the prosecutor occurs as the trial takes place after all the
evidence has been collected (Palumbo 2001; Garoupa 2009). Under the inquisitorial system
we should thus expect less resource dissipation due to the search costs of both parties but at
the same time less accuracy (Tullock 1975; Palumbo 2001).

The reality of actual trials makes the two systems more similar than the previous cate-
gorization may induce one to think. The model would predict a very active defendant under
the adversarial system and conversely quite a passive one under the inquisitorial system.
Indeed defendants have often a very passive role in both systems as a large fraction of them
are represented by pro bono counselors or public defenders (Rhee 1996; Sandefur 2007;
Seron et al. 2001) whose effort is basically justified (for those of them who have it) by in-
trinsic motivation. In this context, the high standard of evidence that we justify because of
punishment costs serves the interest of passive defendants under both systems.

Furthermore, in the adversarial system, the prosecutor is predicted to have a very aggres-
sive approach 15 while in the inquisitorial system his ideal search for the truth should lead
to a more balanced approach. Again, the reality is quite different. Generally, prosecutors
seem to respond to more direct incentives: between conviction rates and flourishing legal
careers, success in sentencing a large percentage of defendants in criminal cases burnishes
prosecutors’ reputations and places them on paths for elevation to higher public office, in-
cluding judgeships and election or appointment to the executive branch of government as
attorneys general (Glaeser et al. 2000; Long and Boylan 2005; Garoupa and Stephen 2008;
Garoupa 2009).16 These career incentives are often parametrized on the record of convic-
tions (Meares 1995), and even where no direct link is established between convictions and
career often a high level of convictions builds the reputation of a successful prosecutor (Ru-
bin 1983). Therefore the high standard of evidence that is justified in the paper because of
punishment costs becomes an important safeguard against prosecutors’ biases which may
occur in both inquisitorial and adversarial systems (see also Hylton and Khanna 2007).

4 Conclusions and policy implications

Criminal procedure is inherently exposed to the risk of producing type-I (wrongful convic-
tions) and type-II errors (wrongful acquittals). Many pro-defendant safeguards are usually
set against the occurrence of type-I errors although this inevitably implies that more type-II
errors are produced. On the other hand, the prevalent theory of optimal deterrence prescribes
the minimization of errors in order to achieve optimality. With the present paper we endo-
genize the source of the asymmetry between the two errors and we offer an explanation for

15On the varying ideologies and propensities of judges in common law systems, see Fon and Parisi (2003).
16See Gordon and Huber (2002) and Dyke (2007); for an extreme example of preference for harsh sanctions
and higher incarceration rates, see Belova and Gregory (2009).
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why more modern legal processes impose heavier evidentiary burdens on prosecutors repre-
senting the state, requiring them to prove a criminal defendant’s guilt “beyond a reasonable
doubt” without turning to moral, legal or philosophical arguments.

The intuition of the model is quite simple. Suppose that a wrongful conviction can be
traded off against wrongful acquittal by slightly increasing the standard of evidence. On
balance deterrence remains constant, since it is equally affected by the errors. Simultane-
ously, the costs of punishment decrease, as more guilty defendants are acquitted and more
innocent people avoid wrongful punishment. Therefore it is socially desirable to raise the
level of ẽ. However, deterrence remains constant only for negligible changes in the standard
of evidence. In fact, since the trade-off between errors is not linear, at a certain point one
fewer wrongful conviction will be traded off against too many wrongful acquittals, causing
a reduction in deterrence that cannot be further compensated for by the saved costs of pun-
ishment. The paper thus shows how the optimal level of the standard of evidence required
to reach a conviction is the one that balances the costs of additional crime (lost deterrence)
with the saved costs of punishing both fewer guilty people and fewer innocent ones. We
then show that the optimal level of ẽ is close to the one that minimizes errors only when the
harm from crime is particularly severe or when the costs of punishment are particularly low.
When instead the costs of punishment are significant, the optimal level of ẽ rises and thus so
too does the ratio of type-I to type-II errors. These results have very intuitive implications:
for a given level of harm of a given unlawful action, when the costs of punishment are low,
the public authority may justify a lesser evidentiary standard than when costs of punishment
are high. This is the case of administrative sanctions with respect to criminal cases. Further-
more, within criminal cases, when the costs (private and/or social) of putting people in jail
are significant, the public authority may prefer to raise pro-defendant safeguards in order to
reduce those costs.
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Appendix A

A.1 Proof of Lemma 1

Proof by contradiction. Recall that I (e),G(e) are continuous and differentiable over the
interval (0,∞). Furthermore, G(e) ≤ I (e) ∀ e, with strict inequality at some e, because
of the assumption of f.o.s.d. The properties of any cumulative distribution imply that:
(a) lime→0 G(e), I (e) = 0, (b) lime→∞ G(e), I (e) = 1, and (c) both cumulative distribu-
tions are strictly monotonic and non-decreasing in e. First, let us see what happens in the
neighborhood of 0. Because of (a), and since I (e) > G(e) also for e → 0, then for e arbi-
trarily close to 0, it must be that i(e) > g(e). Now suppose (ad absurdum) that i(e) > g(e)

∀, e ∈ (0,∞). As of (b) there must exist an e2, even arbitrarily close to ∞, for which
G(e2) = 1, otherwise G is not a cumulative function. Then there must exist also an e1 < e2

for which I (e1) = 1. But then, i(e) ≤ g(e) at least for e ∈ [e1, e2].

A.2 Proof of Proposition 2

Let us examine whether d[1−Z(w̃)]
dẽ

= qcpz(w̃)[g(ẽ) − i(ẽ)] ! 0. Note that, for g(ẽ) < i(ẽ),
d[1−Z(w̃)]

dẽ
< 0, while for g(ẽ) > i(ẽ), d[1−Z(w̃)]

dẽ
> 0. Finally, d[1−Z(w̃)]

dẽ
= 0 for i(ẽ) = g(ẽ).
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From Lemma 1, recall that on the left of ẽmin, g(ẽ) < i(ẽ), while on the right of ẽmin, g(ẽ) >
i(ẽ). Thus, we can conclude that the probability of committing a crime as a function of ẽ is
U-shaped and the smallest possible probability of committing a crime is at the level of emin,
where g(ẽmin) = i(ẽmin) and the distance between the two cumulative distributions as large
as possible.

A.3 Proof of Proposition 4

Let us study the CP function:

CP = q[cs + cp]{[1 − Z(w̃)](1 − G(ẽ)) + Z(w̃)(1 − I (ẽ))}

The CP function is non-negative for every ẽ. Moreover for ẽ = 0, CP = q[cs + cp] and
for ẽ → ∞, CP = 0.

We then derive CP with respect to ẽ.

dCP

dẽ
= q[cs + cp]d[[1 − Z(w̃)](1 − G(ẽ)) + Z(w̃)(1 − I (ẽ))]

dẽ

dCP

dẽ
= q[cs + cp]qcpz(w̃)[g(ẽ) − i(ẽ)][I (ẽ) − G(ẽ)]

︸ ︷︷ ︸
!0

− q[cs + cp][g(ẽ)[1 − Z(w̃)] + i(ẽ)Z(w̃)]
︸ ︷︷ ︸

<0,∀ẽ

Note that the second term of the equation above is always negative. We first focus on
how dCP

dẽ
behaves over the interval [0, ẽmin] and we concentrate on the first term. Over this

interval, g(ẽ) ≤ i(ẽ) (see Lemma 1) and therefore also the first term is negative or null. Thus
on that interval dCP

dẽ
< 0. Note that the first derivative also is negative for ẽ = ẽmin. Thus,

CP(ẽmin) represents neither the global nor a local minimum of the continuous CP function
and therefore the CP function unambiguously is decreasing over the interval [0, ẽmin].

We now look beyond ẽmin, and before CP ’s convergence to zero following the upper
bound function 1 − G(e).

Rearranging d(.)
dẽ

we obtain that d(.)
dẽ

is non-negative when:

1 − i(ẽ)

g(ẽ)
≥ 1

z(w̃)qcp[I (ẽ) − G(ẽ)] + Z(w̃)
(5)

• The right-hand term of the condition above is always positive. Note, once again, that the
condition could hold only for i

g
< 1, thus for ẽ > ẽmin. The right-hand term of the in-

equality negatively depends on the distance between the two functions (1 − G(e)) and
(1 − I (e)) that bound the CP function. This distance decreases by increasing ẽ. Further-
more, the second term negatively depends on Z(w̃) which is decreasing in ẽ > ẽmin. This
means that the condition necessary for the CP function to be positive is hard to satisfy
for large values of ẽ. If the CP function becomes increasing in ẽ, this can happen only
over a relatively small interval beyond ẽmin.

• Note that (5) also depends on how the density function of wealth z behaves. Particularly,
the density function also describes the first derivative of the cumulative function of the
gain from crime—calculated in w̃—and describes how fast the function is changing. Be-
yond ẽmin r , if the weight (1 − Z(w̃)) increases smoothly, the condition is more hard to
satisfy.
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In conclusion, because we cannot exclude the possibility that the CP function is non-
decreasing over a certain interval beyond ẽmin and before its convergence to zero, a local
maximum for ẽmin < ẽ ≪ ∞ could exist in that event.

A.4 Proof of Proposition 5

We study the function of total costs T C.

T C = [1 − Z(w̃)]h + [1 − Z(w̃)]q(1 − G(ẽ))[cs + cp]
+ Z(w̃)q(1 − I (ẽ))[cs + cp] (6)

We derive T C with respect to ẽ.

dT C

dẽ
= dCC

dẽ
+ dCP

dẽ

= qcpz(w̃)[g(ẽ) − i(ẽ)][h + q[cs + cp](I (ẽ) − G(ẽ))]
︸ ︷︷ ︸

1

− q[cs + cp][[1 − Z(w̃)]g(ẽ) + Z(w̃)i(ẽ)]
︸ ︷︷ ︸

2

Note that the second term of dT C
dẽ

is always negative. Over the interval [0, ẽmin], g(ẽ) ≤
i(ẽ) and thus, for ẽ ∈ [0, ẽmin], the first term also is negative. This implies that dT C

dẽ
< 0 over

the interval. Let us underline how the function behaves in ẽmin. Recalling that g(ẽmin) =
i(ẽmin), note that

dT C(ẽmin)

dẽ
= −g(ẽmin)q(cs + cp) < 0

If the costs of punishment (private and/or social) are positive, then T C is not minimized
in emin.

We study T C for ẽ > ẽmin. We know that g(ẽ) > i(ẽ) because of Lemma 1 and thus, in
the interval dT C

dẽ
! 0.

Particularly, dT C
dẽ

> 0 if:

1 − i(ẽ)

g(ẽ)
>

1
z(w̃)qcp(I (ẽ) − G(ẽ)) + Z(w̃) + z(w̃)

cp

cp+cs
h

Note that:

• The right-hand term of the condition above is always positive. Once again, the condition
can hold only for i

g
< 1, thus for ẽ > ẽmin.

• However, the right-hand term of the inequality is smaller than the right-hand term of (5);
thus the condition for T C to increase is more easily satisfied than the condition for CP

to increase. The T C function can be increasing in ẽ beyond ẽmin even if the CP function
is always decreasing.

• Particularly, the right-hand term negatively depends on h and positively depends on
the social costs of conviction. The T C function is always decreasing over the interval
[0, ẽmin]; beyond that interval its shape depends on the relative weight of the social harm
from crime and the costs of punishment.
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• Once again it is evident that ẽmin does not minimize T C because g(ẽmin)
i(ẽmin)

= 1 and the first
order condition cannot be satisfied.

In conclusion, it is trivial to observe that if the T C function is always decreasing in ẽ, the
optimal level of ẽ that minimizes the total social costs of crime is larger than ẽmin (ẽ∗ → ∞).
However, even if T C becomes increasing in ẽ, this occurs for ẽ > ẽmin. Ceteris paribus, for
a low h and a large cost of punishment the optimal level of ẽ shifts to the right.
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